This article introduces the [data\_algebra](https://github.com/WinVector/data_algebra) project: a data processing tool family available in R and Python. These tools are designed to transform data either in-memory or on remote databases.

In particular we will discuss the Python implementation (also called data\_algebra) and its relation to the mature R implementations (rquery and rqdatatable).

**Introduction**

Parts of the project are in early development (and not yet ready for production use), and other parts are mature and have been used in production.

The project intent is to realize a modern data processing language based on [Codd’s relational operators](https://en.wikipedia.org/wiki/Relational_model) that is easy to maintain, has helpful tooling, and has very similar realizations (or dialects) for:

* [SQL](https://en.wikipedia.org/wiki/SQL) databases accessed from [Python](https://www.python.org/) (in development [here](https://github.com/WinVector/data_algebra), not yet ready for production use).
* Pandas Data.Frame objects in Python (in development [here](https://github.com/WinVector/data_algebra), not yet ready for production use).
* SQL databases access from [R](https://www.r-project.org/) (implementation is [here](https://github.com/WinVector/rquery), and is mature and ready for production use).
* [data.table](http://r-datatable.com/) objects in R (implementation is [here](https://github.com/WinVector/rqdatatable), and is mature and ready for production use).

The idea is the notation should look idiomatic in each language. Working in Python should feel like working in Python, and working in R should feel like working in R. The data semantics, however, are designed to be close to the SQL realizations (given the close connection of SQL to the relational algebra; in particular row numbering starts at 1 and row and column order is not preserved except at row-order steps or select-columns steps respectively). The intent is: it should be very easy to use the system in either Python or R (a boon to multi-language data science projects) and it is easy to port either code or experience from one system to another (a boon for porting projects, or for data scientists working with more than one code base or computer language).

Related work includes:

* [Codd’s relational algebra](https://en.wikipedia.org/wiki/Relational_algebra)
* [SQL](https://en.wikipedia.org/wiki/SQL)
* [data.table](https://cran.r-project.org/package=data.table)
* [LINQ](https://en.wikipedia.org/wiki/Language_Integrated_Query)
* [dplyr](https://cran.r-project.org/package=dplyr)
* [dtplyr](https://cran.r-project.org/package=dtplyr)
* [table.express](https://github.com/asardaes/table.express)
* [Pandas](https://pandas.pydata.org/)
* [SQLAlchemy](https://www.sqlalchemy.org/)

The data\_algebra principles include:

* Writing data transforms as a pipeline or method-chain of many simple transform steps.
* Treating data transform pipelines or directed acyclic graphs (DAGs) as themselves being sharable data.
* Being able to use the same transform specification many places (in memory, on databases, in R, in Python).

**Example**

Let’s start with an example in Python.

For our example we will assume we have a data set of how many points different subjects score in a psychological survey. The goal is transform the data so that we see what fraction of the subjects answers are in each category (subject to an exponential transform, as often used in [logistic regression](https://en.wikipedia.org/wiki/Logistic_regression)). We then treat the per-subject renormalized data as a probabilty or diagnosis.

The exact meaning of such a scoring method are not the topic of this note. It is a notional example to show a non-trivial data transformation need. In particular: having to normalize per-subject (divide some set of scores per-subject by a per-subject total) is a classic pain point in data-processing. In classic SQL this can only be done by joining against a summary table, or in more modern SQL with a “[window function](https://en.wikipedia.org/wiki/SQL_window_function).” We want to show by working in small enough steps this can be done simply.

**Set up**

Let’s start our Python example. First we import the packages we are going to use, and set a few options.

In [1]:

import io

from pprint import pprint

import psycopg2 # <http://initd.org/psycopg/>

import pandas # <https://pandas.pydata.org>

import yaml # <https://pyyaml.org>

import db\_helpers # <https://github.com/WinVector/data_algebra/blob/master/Examples/LogisticExample/db_helpers.py>

pandas.set\_option('display.max\_columns', None)

pandas.set\_option('display.expand\_frame\_repr', False)

pandas.set\_option('max\_colwidth', -1)

Now let’s type in our example data. Notice this is an in-memory Pandas Data.Frame.

In [2]:

d\_local = pandas.DataFrame({

'subjectID':[1, 1, 2, 2],

'surveyCategory': [ "withdrawal behavior", "positive re-framing", "withdrawal behavior", "positive re-framing"],

'assessmentTotal': [5, 2, 3, 4],

'irrelevantCol1': ['irrel1']\*4,

'irrelevantCol2': ['irrel2']\*4,

})

d\_local

Out[2]:

|  | **subjectID** | **surveyCategory** | **assessmentTotal** | **irrelevantCol1** | **irrelevantCol2** |
| --- | --- | --- | --- | --- | --- |
| **0** | 1 | withdrawal behavior | 5 | irrel1 | irrel2 |
| **1** | 1 | positive re-framing | 2 | irrel1 | irrel2 |
| **2** | 2 | withdrawal behavior | 3 | irrel1 | irrel2 |
| **3** | 2 | positive re-framing | 4 | irrel1 | irrel2 |

Let’s also copy this data to a [PostgreSQL](https://www.postgresql.org/) database. Normally big data is already in the system one wants to work with, so the copying over is just to simulate the data already being there.

In [3]:

conn = psycopg2.connect(

database="johnmount",

user="johnmount",

host="localhost",

password=""

)

conn.autocommit=True

In [4]:

db\_helpers.insert\_table(conn, d\_local, 'd')

db\_helpers.read\_table(conn, 'd')

Out[4]:

|  | **subjectid** | **surveycategory** | **assessmenttotal** | **irrelevantcol1** | **irrelevantcol2** |
| --- | --- | --- | --- | --- | --- |
| **0** | 1.0 | withdrawal behavior | 5.0 | irrel1 | irrel2 |
| **1** | 1.0 | positive re-framing | 2.0 | irrel1 | irrel2 |
| **2** | 2.0 | withdrawal behavior | 3.0 | irrel1 | irrel2 |
| **3** | 2.0 | positive re-framing | 4.0 | irrel1 | irrel2 |

Normally one does not read data back from a database, but instead materializes results in the database with SQL commands such as CREATE TABLE tablename AS SELECT ....  
Also note: case in columns is a bit of nightmare. It is often best to lower-case them all.

**Back to the data\_algebra**

Now we continue our example by importing the data\_algebra components we need.

In [5]:

from data\_algebra.data\_ops import \* # <https://github.com/WinVector/data_algebra>

import data\_algebra.env

import data\_algebra.yaml

import data\_algebra.PostgreSQL

# set some things in our environment

\_, \_1, \_2, \_get = [None, None, None, lambda x: x] # don't look unbound

data\_algebra.env.push\_onto\_namespace\_stack(locals())

# ask YAML to write simpler structures

data\_algebra.yaml.fix\_ordered\_dict\_yaml\_rep()

db\_model = data\_algebra.PostgreSQL.PostgreSQLModel()

Now we use the data\_algebra to define our processing pipeline: ops. We are writing this pipeline using a [method chaining](https://en.wikipedia.org/wiki/Method_chaining) notation where we have placed Python method-dot at the end of lines using the .\ notation. This notation will look *very* much like a [pipe](https://en.wikipedia.org/wiki/Pipeline_(Unix)) to R/[magrittr](https://cran.r-project.org/package=magrittr" \t "_blank) users.

In [6]:

scale = 0.237

ops = TableDescription('d',

['subjectID',

'surveyCategory',

'assessmentTotal',

'irrelevantCol1',

'irrelevantCol2']) .\

extend({'probability': '(assessmentTotal \* scale).exp()'}) .\

extend({'total': 'probability.sum()'},

partition\_by='subjectID') .\

extend({'probability': 'probability/total'}) .\

extend({'row\_number':'\_row\_number()'},

partition\_by=['subjectID'],

order\_by=['probability', 'surveyCategory'],

reverse=['probability']) .\

select\_rows('row\_number==1') .\

select\_columns(['subjectID', 'surveyCategory', 'probability']) .\

rename\_columns({'diagnosis': 'surveyCategory'}) .\

order\_rows(['subjectID'])

For a more pythonic way of writing the same pipeline we can show how the code would have been formatted by [black](https://github.com/psf/black).

In [7]:

py\_source = ops.to\_python(pretty=True)

print(py\_source)

TableDescription(

table\_name="d",

column\_names=[

"subjectID",

"surveyCategory",

"assessmentTotal",

"irrelevantCol1",

"irrelevantCol2",

],

).extend({"probability": "(assessmentTotal \* 0.237).exp()"}).extend(

{"total": "probability.sum()"}, partition\_by=["subjectID"]

).extend(

{"probability": "probability / total"}

).extend(

{"row\_number": "\_row\_number()"},

partition\_by=["subjectID"],

order\_by=["probability", "surveyCategory"],

reverse=["probability"],

).select\_rows(

"row\_number == 1"

).select\_columns(

["subjectID", "surveyCategory", "probability"]

).rename\_columns(

{"diagnosis": "surveyCategory"}

).order\_rows(

["subjectID"]

)

In either case, the pipeline is read as a sequence of operations (top to bottom, and left to right). What it is saying is:

* We start with a table named “d” that is known to have columns “subjectID”, “surveyCategory”, “assessmentTotal”, “irrelevantCol1”, and “irrelevantCol2”.
* We produce a new table by transforming this table through a sequence of “extend” operations which add new columns.
  + The first extend computes probability = exp(scale\*assessmentTotal), this is similar to the inverse-link step of a logistic regression. We assume when writing this pipleline we were given this math as a requirement.
  + The next few extend steps total the probabilty per-subject (this is controlled by the partition\_by argument) and then rank the normalized probabilities per-subject (grouping again specified by the partition\_by argument, and order contolled by the order\_by clause).
* We then select the per-subject top-ranked rows by the select\_rows step.
* And finally we clean up the results for presentation with the select\_columns, rename\_columns, and order\_rows steps. The names of these methods are intedned to evoke what they do.

The point is: each step is deliberately so trivial one can reason about it. However the many steps in sequence do quite a lot.

**SQL**

Once we have the ops object we can do quite a lot with it. We have already exhibited the pretty-printing of the pipeline. Next we demonstrate translating the operator pipeline into SQL.

In [8]:

sql = ops.to\_sql(db\_model, pretty=True)

print(sql)

SELECT "probability",

"subjectid",

"diagnosis"

FROM

(SELECT "probability",

"subjectid",

"surveycategory" AS "diagnosis"

FROM

(SELECT "probability",

"surveycategory",

"subjectid"

FROM

(SELECT "probability",

"surveycategory",

"subjectid"

FROM

(SELECT "probability",

"surveycategory",

"subjectid",

ROW\_NUMBER() OVER (PARTITION BY "subjectid"

ORDER BY "probability" DESC, "surveycategory") AS "row\_number"

FROM

(SELECT "surveycategory",

"subjectid",

"probability" / "total" AS "probability"

FROM

(SELECT "probability",

"surveycategory",

"subjectid",

SUM("probability") OVER (PARTITION BY "subjectid") AS "total"

FROM

(SELECT "surveycategory",

"subjectid",

EXP(("assessmenttotal" \* 0.237)) AS "probability"

FROM

(SELECT "assessmenttotal",

"surveycategory",

"subjectid"

FROM "d") "sq\_0") "sq\_1") "sq\_2") "sq\_3") "sq\_4"

WHERE "row\_number" = 1 ) "sq\_5") "sq\_6") "sq\_7"

ORDER BY "subjectid"

The SQL can be hard to read, as SQL expresses composition by inner-nesting (inside SELECT statements happen first). The operator pipeline expresses composition by sequencing or method-chaining, which can be a lot more legible. However the huge advantage of the SQL is: we can send it to the database for execution, as we do now.

Also notice the generate SQL has applied query narrowing: columns not used in the outer queries are removed from the inner queries. The “irrelevant” columns are not carried into the calculation as they would be with a SELECT \*. This early optimization comes in quite handy.

In [9]:

db\_helpers.read\_query(conn, sql)

Out[9]:

|  | **probability** | **subjectid** | **diagnosis** |
| --- | --- | --- | --- |
| **0** | 0.670622 | 1.0 | withdrawal behavior |
| **1** | 0.558974 | 2.0 | positive re-framing |

What comes back is: one row per subject, with the highest per-subject diagnosis and the estimated probabilty. Again, the math of this is outside the scope of this note (think of that as something coming from a specification)- the ability to write such a pipeline is our actual topic.

The hope is that the data\_algebra pipeline is easier to read, write, and maintain than the SQL query. If we wanted to change the calculation we would just add a stage to the data\_algebra pipeline and then regenerate the SQL query.

**Pandas**

An advantage of the pipeline is it can also be directly used on Pandas DataFrames. Let’s see how that is achieved.

In [10]:

ops.eval\_pandas({'d': d\_local})

Out[10]:

|  | **subjectID** | **diagnosis** | **probability** |
| --- | --- | --- | --- |
| **0** | 1 | withdrawal behavior | 0.670622 |
| **1** | 2 | positive re-framing | 0.558974 |

eval\_pandas takes a dictionary of Pandas DataFrames (names matching names specified in the pipeline) and returns the result of applying the pipeline to the data using Pandas commands. Currently our Pandas implementation only allows very simple window functions. This is why did’t write probability = probability/sum(probability), but instead broken the calculation into multiple steps by introducing the total column (the SQL realizaition does in fact support more complex window functions). This is a small issue with the grammar: but our feeling encourange simple steps is in fact a good thing (improves debugabbility), and in SQL the query optimizers likely optimize the different query styles into very similar realizations anyway.

**Export/Import**

Because our operator pipeline is a Python object with no references to external objects (such as the database connection), it can be saved through standard methods such as “[pickling](https://docs.python.org/3/library/pickle.html).”

However, data\_algebra also supports exporting a pipeline to and from simple structures that are in turn optimized for conversion to [YAML](https://yaml.org/). The simple structure format is particularly useful for writing more data\_algebra tools (such as pipeline analysis and presentation tools). And the YAML tooling makes moving a processing pipeline to another a language (such as R) quite easy.

We will demonstrate this next.

In [11]:

# convert pipeline to simple objects

objs\_R = ops.collect\_representation(dialect='R')

# print these objects

pprint(objs\_R)

[OrderedDict([('op', 'TableDescription'),

('table\_name', 'd'),

('qualifiers', {}),

('column\_names',

['subjectID',

'surveyCategory',

'assessmentTotal',

'irrelevantCol1',

'irrelevantCol2']),

('key', 'd')]),

OrderedDict([('op', 'Extend'),

('ops', {'probability': 'exp(assessmentTotal \* 0.237)'}),

('partition\_by', []),

('order\_by', []),

('reverse', [])]),

OrderedDict([('op', 'Extend'),

('ops', {'total': 'sum(probability)'}),

('partition\_by', ['subjectID']),

('order\_by', []),

('reverse', [])]),

OrderedDict([('op', 'Extend'),

('ops', {'probability': 'probability / total'}),

('partition\_by', []),

('order\_by', []),

('reverse', [])]),

OrderedDict([('op', 'Extend'),

('ops', {'row\_number': 'row\_number()'}),

('partition\_by', ['subjectID']),

('order\_by', ['probability', 'surveyCategory']),

('reverse', ['probability'])]),

OrderedDict([('op', 'SelectRows'), ('expr', 'row\_number == 1')]),

OrderedDict([('op', 'SelectColumns'),

('columns', ['subjectID', 'surveyCategory', 'probability'])]),

OrderedDict([('op', 'Rename'),

('column\_remapping', {'diagnosis': 'surveyCategory'})]),

OrderedDict([('op', 'Order'),

('order\_columns', ['subjectID']),

('reverse', []),

('limit', None)])]

In the above data structure the recursive operator steps have been linearized into a list, and simplified to just ordered dictionaries of a few defining and derived fields. In particular, the key field of the TableDescription nodes is the unique identifier for the tables, two TableDescription with the same key are referring to the same table.

We can then write this representation to YAML format.

In [12]:

# convert objects to a YAML string

dmp\_R = yaml.dump(objs\_R)

# write to file

with open("pipeline\_yaml.txt", "wt") as f:

print(dmp\_R, file=f)

**R**

This pipeline can be loaded into R and used as follows.

In [13]:

%load\_ext rpy2.ipython

In [14]:

%%R

library(yaml)

library(wrapr)

library(rquery)

library(rqdatatable)

source('R\_fns.R')

r\_yaml <- yaml.load\_file("pipeline\_yaml.txt")

r\_ops <- convert\_yaml\_to\_pipleline(r\_yaml)

cat(format(r\_ops))

table(d;

subjectID,

surveyCategory,

assessmentTotal,

irrelevantCol1,

irrelevantCol2) %.>%

extend(.,

probability := exp(assessmentTotal \* 0.237)) %.>%

extend(.,

total := sum(probability),

p= subjectID) %.>%

extend(.,

probability := probability / total) %.>%

extend(.,

row\_number := row\_number(),

p= subjectID,

o= "probability" DESC, "surveyCategory") %.>%

select\_rows(.,

row\_number == 1) %.>%

select\_columns(.,

subjectID, surveyCategory, probability) %.>%

rename(.,

c('diagnosis' = 'surveyCategory')) %.>%

orderby(., subjectID)

The above representation is nearly “R code” (it is not actually executable, unlike the Python representation, but very similar to the actual rquery steps) written using [wrapr dot pipe](https://journal.r-project.org/archive/2018/RJ-2018-042/index.html) notation. However, it can be executed in R.

In [15]:

%%R

d\_local <- build\_frame(

"subjectID", "surveyCategory" , "assessmentTotal", "irrelevantCol1", "irrelevantCol2" |

1L , "withdrawal behavior", 5 , "irrel1" , "irrel2" |

1L , "positive re-framing", 2 , "irrel1" , "irrel2" |

2L , "withdrawal behavior", 3 , "irrel1" , "irrel2" |

2L , "positive re-framing", 4 , "irrel1" , "irrel2" )

print(d\_local)

subjectID surveyCategory assessmentTotal irrelevantCol1 irrelevantCol2

1 1 withdrawal behavior 5 irrel1 irrel2

2 1 positive re-framing 2 irrel1 irrel2

3 2 withdrawal behavior 3 irrel1 irrel2

4 2 positive re-framing 4 irrel1 irrel2

We can use the R pipeline by piping data into the r\_ops object.

In [16]:

%%R

d\_local %.>%

r\_ops %.>%

print(.)

subjectID diagnosis probability

1: 1 withdrawal behavior 0.6706221

2: 2 positive re-framing 0.5589742

And the R rquery package can also perform its own SQL translation (and even execution management).

In [17]:

%%R

sql <- to\_sql(r\_ops, rquery\_default\_db\_info())

cat(sql)

SELECT \* FROM (

SELECT

"subjectID" AS "subjectID",

"surveyCategory" AS "diagnosis",

"probability" AS "probability"

FROM (

SELECT

"subjectID",

"surveyCategory",

"probability"

FROM (

SELECT \* FROM (

SELECT

"subjectID",

"surveyCategory",

"probability",

row\_number ( ) OVER ( PARTITION BY "subjectID" ORDER BY "probability" DESC, "surveyCategory" ) AS "row\_number"

FROM (

SELECT

"subjectID",

"surveyCategory",

"probability" / "total" AS "probability"

FROM (

SELECT

"subjectID",

"surveyCategory",

"probability",

sum ( "probability" ) OVER ( PARTITION BY "subjectID" ) AS "total"

FROM (

SELECT

"subjectID",

"surveyCategory",

exp ( "assessmentTotal" \* 0.237 ) AS "probability"

FROM (

SELECT

"subjectID",

"surveyCategory",

"assessmentTotal"

FROM

"d"

) tsql\_76525498125437036191\_0000000000

) tsql\_76525498125437036191\_0000000001

) tsql\_76525498125437036191\_0000000002

) tsql\_76525498125437036191\_0000000003

) tsql\_76525498125437036191\_0000000004

WHERE "row\_number" = 1

) tsql\_76525498125437036191\_0000000005

) tsql\_76525498125437036191\_0000000006

) tsql\_76525498125437036191\_0000000007 ORDER BY "subjectID"

The R implementation is mature, and appropriate to use in production. The [rquery](https://github.com/WinVector/rquery) grammar is designed to have minimal state and minimal annotations (no grouping or ordering annotations!). This makes the grammar, in my opinion, a good design choice. rquery has very good performance, often much faster than dplyr or base-R due to its query generation ideas and use of [data.table](https://cran.r-project.org/package=data.table) via [rqdatatable](https://cran.r-project.org/package=rqdatatable). rquery is a mature pure R package; [here](https://github.com/WinVector/rquery/blob/master/README.md) is the same example being worked directly in R, with no translation from Python.

The R implementation supports additional features such as converting a pipeline into a diagram (though that would also be easy to implement in Python on top of the collect\_representation() objects).

![](data:image/png;base64,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)

More of the R example (including how the diagram was produced) can be found [here](https://github.com/WinVector/rquery/blob/master/Examples/yaml/yaml.md).

**Advantages of data\_algebra**

Multi-language data science is an important trend, so a cross-language query system that supports at least R and Python is going to be a useful tool or capability going forward. Obviously SQL itself is fairly cross-language, but data\_algebra adds a few features we hope are real advantages.

In addition to the features shown above, a data\_algebra operator pipeline carries around usable knowledge of the data transform. For example:

In [18]:

# report all tables used by the query, by name

ops.get\_tables()

Out[18]:

{'d': TableDescription(table\_name='d', column\_names=['subjectID', 'surveyCategory', 'assessmentTotal', 'irrelevantCol1', 'irrelevantCol2'])}

In [19]:

# report all source table columns used by the query

ops.columns\_used()

Out[19]:

{'d': {'assessmentTotal', 'subjectID', 'surveyCategory'}}

In [20]:

# what columns does this operation produce?

ops.column\_names

Out[20]:

['subjectID', 'diagnosis', 'probability']

**Conclusion**

The data\_algebra is part of a powerful cross-language and mutli-implementaiton family data manipulation tools. These tools can greatly reduce the development and maintenance cost of data science projects, while improving the documentation of project intent.

[Win Vector LLC](http://www.win-vector.com/) is looking for sponsors and partners to further the package. In particular if your group is using both R and Python in big-data projects (where SQL is a need, including [Apache Spark](https://spark.apache.org/)), or are porting a project from one of these languages to another- please get in touch.

**Appendix:**

Demonstrate we can round-trip a data\_algebra through YAML and recover the code.

In [21]:

# land the pipeline as a file

objs\_Python = ops.collect\_representation()

dmp\_Python = yaml.dump(objs\_Python)

with open("pipeline\_Python.txt", "wt") as f:

print(dmp\_Python, file=f)

In [22]:

# read back

with open("pipeline\_Python.txt", "rt") as f:

ops\_text = f.read()

ops\_back = data\_algebra.yaml.to\_pipeline(yaml.safe\_load(ops\_text))

print(ops\_back.to\_python(pretty=True))

TableDescription(

table\_name="d",

column\_names=[

"subjectID",

"surveyCategory",

"assessmentTotal",

"irrelevantCol1",

"irrelevantCol2",

],

).extend({"probability": "(assessmentTotal \* 0.237).exp()"}).extend(

{"total": "probability.sum()"}, partition\_by=["subjectID"]

).extend(

{"probability": "probability / total"}

).extend(

{"row\_number": "\_row\_number()"},

partition\_by=["subjectID"],

order\_by=["probability", "surveyCategory"],

reverse=["probability"],

).select\_rows(

"row\_number == 1"

).select\_columns(

["subjectID", "surveyCategory", "probability"]

).rename\_columns(

{"diagnosis": "surveyCategory"}

).order\_rows(

["subjectID"]

)

In [23]:

# confirm we have a data\_algebra.data\_ops.ViewRepresentation

# which is the class the data\_algebra pipelines are derived from

isinstance(ops\_back, data\_algebra.data\_ops.ViewRepresentation)

Out[23]:

True

In [24]:

# be neat

conn.close()